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Abstract: In the age of big data, the incoming data are of 

huge volume and they are composed of structured, semi-

structured and unstructured data with various types 

including streaming data. Analysis of such kind of data is 

a big challenge. The features of Big data includes massive, 

multidimensional, heterogeneous, complex, semi-

structured, incompleteness, noisy, and erroneous data 

which may change the statistical and data analysis 

approaches. The traditional data analytics approach may 

not be able to handle such kind of data. Now, developing 

high performance framework to efficiently analyze big 

data and to design appropriate mining algorithms to find 

the useful things from big data is highly essential. In this 

paper we have addressed some of the algorithms that can 

be used for Big data analytics with some necessary 

modifications. 
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I. INTRODUCTION  

The term big data describes a situation where the 

volume, velocity and variety of data exceed the 

computing capacity for accurate and timely decision 

making. In every minute some terabytes of data is 

being generated from various sources such as hand 

held devices, social networking sites, Internet of 

things, multimedia, Machine-to-machine 

interactions, call detail records, environmental 

sensing and RFID systems and many other new 

applications. All these forms of data are expanding 

and coupled with fast-growing streams of 

unstructured and semi structured data from social 

media with characteristics of volume, velocity, and 

variety [1], [2], [3] as shown in Fig. 1. As a result, 

the whole data analytics has to be re-examined from 

the following perspectives: 

Volume: In Big data the datasets are having orders 

of magnitude that are larger than traditional datasets 

and it requires more intelligent at each stage of the  

 

 

 

processing and storage life cycle. There are various 

sources of data that includes business transactions, 

social media and information from sensor or 

machine-to-machine data. Here the computing 

requirements exceed the capability of a single and 

simple computer. 

Velocity: It refers to the rate at which information 

moves around the system, this is how Big data is 

different from other data systems. Data frequently 

entered into the system from various sources 

exponentially to gain insights and update the current 

understanding of the system. In Big data, data is 

continuously added, processed and analysed in the 

system to keep up with the deluge of new 

information and to produce valuable information as 

soon as possible when it is required. 

Variety: In real scenario the data collected from 

various sources are in different formats in the form 

of structured, semi-structured, unstructured such as 

text documents, email, video, audio, stock ticker 

data and financial transactions etc. Now, around 85 

percent of an organization's data is unstructured and 

not numeric but it still must be folded into 

quantitative analysis and decision making.  

 
Figure 1: 3Vs of Big data 

Some of the other characteristics of Big data include, 
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Veracity: Another issue in Big data is the variety of 

data sources, in addition to that the complexity of 

processing may also leads to a bigger challenge in 

evaluating the quality of the data which really 

influences the analysis result quality. 

Variability: Variation in the data influences quality 

result. Hence it becomes a challenge to identify 

process and filter low quality data to make it more 

meaningful for strategy making. 

Value:  The objective of data analytics to derive 

meaningful information for decision making. It has 

become a challenge for big data to deliver value due 

to several complexities. 

Rest of the paper is organized as follows. In Section 

2 we have presented Literature review. In Section 3 

we have discussed data analytic operations. In 

Section 4 we have discussed Big data analytics. 

Finally, Section 5 concludes this paper. 

II.  LITERATURE REVIEW 

Big data is too difficult to process by most 

information systems or methods due to its variety of 

features such as Volume, Velocity, and Variety. 

Hence as per the work reported in [4] most 

traditional data mining methods or data analytics 

developed for a centralized data analysis process 

may not be able to be applied directly to big data. 

The work reported in [1] presented Big data in 

terms of 3Vs i.e. volume, velocity, and variety. It 

means, data size is large, the generation of data is 

rapid, and it is in heterogeneous form. The work 

reported in [2], [3] expressed that 3Vs of Big data is 

still insufficient to express the Big data exactly. In 

the work reported in [3] expressed Big data in term 

of veracity, validity, value, variability, venue, 

vocabulary, and vagueness. As per the work 

reported in [6] and [7] the market of Big data will 

be $114 billion by early 2018. As per the forecasts 

reported in the work [5] and [8] the scope of big 

data will be grown rapidly in the forthcoming future. 

Apart from marketing domain, Big data has its root 

in many areas such as disease control and 

prevention [9], business intelligence [10], and smart 

city [11]. From this we can easily understand that 

big data is of vital importance everywhere. 

Therefore, many researchers are focusing on 

developing effective technologies to analyze the 

Big data. In this paper, we have discussed a 

systematic description of traditional large-scale data 

analytics as well as state-of-the-art data analytics 

algorithms. The methods used mostly for data 

analytics is presented in Table 1. 

III. DATA ANALYTICS 

As per the work reported in [12], the knowledge 

discovery in databases (KDD) is summarized by 

operations such as selection, pre-processing, 

transformation, data mining, and   

interpretation/evaluation as presented in Fig. 2.  

These stages of KDD helps to gather data from 

various sources and then pre-processing those real 

world data to make it eligible for processing and 

then presenting the information to the relevant users. 

In Fig. 2, we have simplified the process of KDD 

into input stage, data analytics stage and output 

stage. During Data-in stage the operations to be 

performed are Data collection, gathering, selection 

and pre-processing. Data mining operation is 

performed during Data analysis stage. Evaluation 

and interpretation is performed to discover 

knowledge in Output stage. 

 

Table 1: Data Analysis methods for KDD. 

A. DATA-IN  

As shown in Fig. 2, the data collection, selection, 

pre-processing, and transformation operators are in 

Mechanism Method References 

Clustering 

TKM [30] 

BIRCH [31] 

DBSCAN [32] 

RKM [33] 

Classification 

SLIQ [34] 

TLAESA [35] 

FastNN [36] 

SFFS [37] 

Association 

FP-Tree [24] 

CLOSET [38] 

CHARM [39] 

FAST [40] 

Sequential Pattern 

SPADE [41] 

ColSpan [42] 

SPAM [43] 

ISE [44] 
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the Data-in stage. The kind of data to be analysed 

and selecting the relevant information from the 

gathered data is carried out using selection operation. 

Hence, the data from various sources needs to be 

integrated and targeted. To make the data 

meaningful, the pre-processing phase used to clean 

the noisy data, filtering the unnecessary data, 

inconsistent data and incomplete data.  After the 

selection and pre-processing phase is over then the 

data needs to be transformed into a form that can be 

acceptable by data mining engine with the help of 

some of the methods such as dimensional reduction, 

sampling, coding, transformation by normalization 

etc.  

The four phases of KDD such as data extraction, 

cleaning, integration and data transformation can be 

viewed as the pre-processing processes of data 

analysis [13]. In real world scenario there are 

chances of redundancy, incompleteness, 

inconsistency, noisy or outliers. The objective of 

the preprocessing phase is to clean them so as to 

make the data ready for analysis. If the data are too 

complex as well as too large to be handled then the 

preprocessing operators will try to reduce them. In 

case of noise the preprocessing operators are used 

to identify them and smooth them to make them 

consistent. It can be said that these operators 

influences the analytics results in data analysis and 

to reduce the complexity of data to speed up the 

computation time of data analysis and to improve 

the correctness of the analytics result. 

 

Figure 2: KDD process 

B. DATA ANALYSIS  

As presented in Fig. 2, the responsibility of data 

analysis stage is to find the hidden patterns or rules 

or information’s from the data. The data mining 

methods [13] are basically used here. Apart from 

data mining some other traditional techniques such 

as machine learning and other statistical methods 

can also be used to analysis the data. However, the 

statistical methods were used in the early stage of 

data analysis to help in understanding the situation 

that we are experiencing now-a-days. Some of the 

domain specific algorithms such as Apriori 

algorithm as one of the useful algorithms designed 

for the association rule mining problem [14]. To 

accelerate the response time of a data mining 

operator, machine learning [15], metaheuristic 

algorithms [16], and distributed computing [17] 

were used in conjunction with the traditional data 

mining algorithms to provide more efficient ways 

for solving the real time problems. 

Clustering is another data mining algorithm that 

can be used to understand the new input data. The 

basic idea of this problem is to separate a set of 

unknown labeled input data into different groups 

such as in k-means algorithm as reported in [19] and 

[20]. Classification is another data mining algorithm 

that relies on a set of labeled input data to construct 

a set of classifiers which will then be used to 

classify the unknown labeled input data to the 

groups to which they belongs [13]. Such problems 

are basically solved by using decision tree-based 

algorithm [21], naive Bayesian classification [22], 

and support vector machine (SVM) [23] techniques. 

Some of the data mining techniques such as 

clustering and classification attempts to classify n 

number of inputted data into k number of groups, in 

which inter clusters objects behavior is highly 

dissimilar and intra clusters objects behavior is 

highly similar. Similarly, association rules mining 

and sequential pattern mining are the well known 

algorithms those are focused on finding 

relationships among inputted data stes. Idea behind 

association rule mining is to find out all the 

correlation between the inputted data [14]. A well 

known algorithm i.e.  Apriori algorithm [14] is one 

of the most popular technique used for this purpose. 

Later various advanced techniques are adapted to 

reduce the cost of the Apriori algorithm, such as by 

applying the genetic algorithm with Apriori etc. If 

we consider the sequence or time series of the 

inputted data, then it will be referred to as the 
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sequential pattern mining problem [26]. Several 

Apriori-like algorithms were presented to solve such 

kind of problems. 

C. INFORMATION-OUT  

Evaluation and analysis of operations that are 

used for data analytics are performed in this stage. 

Evaluation basically measures the results obtained 

from the analysis. It is considered as one of the 

important phase of data mining. Some other 

techniques such as Sum of Squared Errors (SSE) is 

used by the selection operation of the genetic 

algorithm (GA) for clustering problems [18]. To 

solve classification problem of data analytics, two of 

the major goals to be set are cohesion i.e. the 

distance between each data point and the centroid of 

its cluster should be minimum and coupling i.e. the 

distance between data which belong to different 

clusters should be maximum. In most of the 

clustering or classification problems the SSE is used, 

which can be defined using the following expression.  

 
Where Ci can be expressed as, 

 
Where k is the number of clusters which is typically 

given by the user, ni is the number of data in the i
th

 

cluster, xij is the j
th

 data in the i
th

 cluster, ci is the 

mean of the i
th

 cluster, and n is the number of data. 

The most commonly used distance measure for the 

data mining problem is the Euclidean distance. 

Another approach to provide the useful information 

to the end user in a comprehend the meaning way is 

the Graphical user interface (GUI). As the work 

reported in [28], it is required to overview the data 

first, then zoom and filter the data and then finally 

retrieve the details on demand by the end users as 

per the situation [27, 29].  

IV. BIG DATA ANALYTICS 

Now a day, the data that need to be analyzed are 

not just large but they are composed of structured, 

semi-structured and unstructured data with various 

types including streaming data. The Big data has the 

unique features of massive, high dimensional, 

heterogeneous, complex, unstructured, incomplete, 

noisy, and erroneous data which may change the 

statistical and data analysis approaches. The 

traditional data analytics may not be able to handle 

such kind of data. Now, it is very essential to 

develop high performance framework to efficiently 

analyze the Big data as well as to design appropriate 

data analytics algorithms to find the useful things 

from big data. In this section we have highlighted 

some of the algorithms for big data analysis.  

Clustering algorithms: Clustering is the process of 

grouping the data into classes and clusters, so that 

the objects within the cluster have high similarity in 

comparison to one another but are very dissimilar to 

the objects in other clusters. This technique has its 

root in many areas such as machine learning, data 

analytics, data mining, statistical analysis, biology 

etc. In today’s scenario the traditional algorithms are 

not sufficient for big data analysis. The reason is 

today’s data analytics requires  all the data are to be 

in the unique format and be loaded into the same 

machine so as to find some meaningful things from 

the entire dataset. Analyzing a large volume with 

multi-dimensional dataset has attracted many 

researchers from various disciplines. Reducing the 

data complexity is one of the major issues in for big 

data clustering. Data clustering can be categorized 

as single-machine clustering and multiple-machine 

clustering which is the parallel and MapReduce 

solution [45].  

Classification algorithms: Classification is a form 

of data analytics that can be used to abstract models 

that describes important data classes. In the context 

of Big data analytics, the traditional algorithms can 

be modified so as to work under parallel processing 

environment to meet the bid data analytics challenge.  

As per the work reported in [46] the algorithm takes 

data inputted by various distributed data sources and 

they will be processed by a heterogeneous set of 

learners. In a distributed data classification systems 

one operator is to perform a classification function 

by itself while the other is to forward the inputted 

data to another learner to have them labeled. The 

information will be exchanged among learners 

during the process. This technique is called as 
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cooperative learning. This method can be used to 

improve the efficiency of classification problem in 

big data.  

Frequent pattern mining algorithm: Basically the 

frequent pattern mining also called as association 

rule mining and sequential pattern mining is applied 

in many areas in past especially in case of large-

scale datasets. The huge volume of transactions i.e. 

more than tens of thousands is the issues in Big data. 

Thus handling such huge scale of data were studied 

for several years, such as FP-tree [24]. Now, 

advanced techniques such as parallel computing and 

cloud computing attracted the researcher to think in 

this direction.  Map-reduce is a solution used in to 

enhance the performance of the frequent pattern 

mining algorithm [47, 48] and can be used in cloud 

platform [49]. In observed from many studied that 

the performance of map-reduce model is remarkable 

for big data analysis as compared to other traditional 

data analytics methods. 

Machine learning for big data mining: Machine 

learning algorithms are specifically design for 

specific problems. Typically this algorithm is used 

for searching algorithms. The machine learning 

algorithms basically used for finding approximate 

solution for the optimization problems. Thus it can 

be used for most of the data analytics problems. 

Machine learning algorithms are not only be used 

for solving the clustering problem [18] but also it 

can also be used to solve the frequent pattern mining 

problem [25]. The machine learning algorithm will 

potentially improve data analysis operations in 

KDD. 

Data mining algorithm for map-reduce solution:  
For Big data mining most of the traditional data 

mining algorithms are not used directly because they 

are not particularly designed for parallel computing.  

Now, several attempts have been made by the 

researchers to modify the algorithm to make them 

applicable to parallel platform like Hadoop.  

V. CONCLUSION 

This paper addressed big data analytics in three 

different phases that are Data-in, Data analysis and 

Information-out for mapping the data analysis 

process of knowledge discovery. The major 

challenge of big data analytics is its size and variety.  

Many researchers have proposed many techniques 

to overcome this issue. From this paper it can be 

concluded that the traditional algorithms can be 

modified so as to make it eligible for big data 

analytics. 
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