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Abstract: In the era of technological advancement, the exponential 

growth of information handled by computers has posed 

challenges in terms of storage space and transmission bandwidth. 

To address this, signal compression has emerged as a key solution, 

with recent advancements in algorithms and architectures 

facilitating the processing of signal and video data. The potential 

integration of multimedia information, including signal and 

video, into the digital realm opens up exciting possibilities for 

manipulation, storage, and transmission. However, alongside this 

growth, data security has become a major concern. 

Cryptographic techniques, particularly encryption, play a vital 

role in ensuring information security and integrity. Encryption, 

the process of scrambling data using mathematical algorithms, 

finds applications in internet communication, multimedia 

systems, medical imaging, telemedicine, and military 

communication. This review explores the fundamental concepts of 

signal compression, categorizing techniques into lossless and lossy 

compression. It delves into the underlying principles, highlighting 

the importance of redundancy and irrelevancy reduction in 

achieving efficient compression. The review also examines the 

reasons behind signal compression, focusing on spatial, spectral, 

and temporal correlations. A systematic view of the signal 

compression process is presented, illustrating the compression 

system's components, including the source coder and channel 

coder. The compression ratio is introduced as a metric to 

characterize the system's compression capability. The review 

extends to signal encryption, emphasizing its role in securing 

multimedia data. The challenges of applying encryption directly 

to signal data, such as computational power requirements and 

real-time communication delays, are discussed. The potential 

synergy between signal compression and encryption is explored, 

considering factors like compression rate, processing time, and 

demonstrable security. The subsequent literature survey covers 

key studies in signal compression, including techniques applied in 

telemedicine, DCT-based and wavelet-based coders, and their 

respective advantages. The review concludes with reflections on 

the future scope of work in this dynamic field. 
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1. INTRODUCTION 

The relentless march of technology in recent 

decades has ushered in an era where computers 

handle an unprecedented volume of information. 

The exponential growth in data, however, brings 

forth significant challenges in terms of storage space 

and transmission bandwidth(Hornik, Stinchcombe 

and White, 1989). As the digital landscape continues 

to evolve, finding effective solutions to manage this 

deluge of information becomes paramount. One 

such solution at the forefront of this endeavor is 

signal compression. 

1.1 Preamble: 

Signal compression represents a pivotal approach to 

addressing the burgeoning demands for storage and 

transmission efficiency in the face of escalating 

information volumes. The fundamental premise 

revolves around the reduction of data size through 

innovative algorithms and architectures. Recent 

years have witnessed remarkable strides in the 

processing of signal and video data, marking a 

paradigm shift in how multimedia information, 

comprising signals and videos, is handled(Hodosh, 

Young and Hockenmaier, 2013). The vision is to 

encode multimedia information digitally, enabling 

seamless manipulation, storage, and transmission 

alongside other digital data types. 

Simultaneously, a pressing concern in the 

contemporary digital landscape is the security of 

data. The increasing sophistication of digital 

technologies has made multimedia data widely 

available on large-capacity storage devices and 

high-speed networks(Leshno et al., 1993). This 

ubiquity of multimedia applications necessitates a 

robust approach to safeguarding data integrity and 

confidentiality. Cryptographic techniques, notably 

encryption, emerge as a crucial line of defense 

against unauthorized access. Encryption involves 

the strategic scrambling of data using mathematical 

algorithms, ensuring that encrypted data remains 

impervious to prying eyes. 
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1.2 Signal Compression: 

In the realm of signal compression, the generic 

challenge is to minimize the bit rate of digital 

representations of signals or video streams. This 

reduction in bit rate holds significant implications 

for various applications, optimizing efficiency when 

signals and video signals are available in 

compressed form(Skodras, Christopoulos and 

Ebrahimi, 2001). Signal compression techniques can 

be broadly classified into two categories: lossless 

compression, where every bit of information is 

preserved during the decomposition process, and 

lossy compression, which sacrifices perfect 

reconstruction for higher compression ratios while 

maintaining imperceptible loss under normal 

viewing conditions. 

 

Figure 1: Signal Processing example 

The driving force behind compression lies in the 

common characteristic of signals—namely, the 

presence of correlated neighboring pixels containing 

redundant information(Lakhani, 2004). The crux of 

compression involves identifying less correlated 

representations of signals, achieved through 

redundancy and irrelevancy reduction. Redundancy 

reduction aims to eliminate duplication from the 

signal source, while irrelevancy reduction omits 

parts of the signal unnoticed by the human visual 

system (HVS). These principles are fundamental to 

achieving optimal compression, with spatial, 

spectral, and temporal correlations being key factors 

influencing compression possibilities(Mhaskar and 

Micchelli, 1992). 

1.3 Signal Compression System: 

A systematic view of the signal compression process 

is illustrated in Figure 1.1. The compression system 

involves a source coder that reduces the input signal 

data size to a level compatible with storage or 

transmission channels. The output bit rate, measured 

in bits per sample or bits per pixel, reflects the 

compression achieved by the encoder(Jayant, 

Johnston and Safranek, 1993). The channel coder 

then translates the compressed bit-stream into a 

signal suitable for storage or transmission using 

various coding methods such as variable length 

coding, Huffman coding, or Arithmetic coding. 

 

Figure 2: Signal Compression example 

The compression ratio, a crucial metric in 

compression systems, characterizes the system's 

capability by comparing the source coder's input 

data size to its output data size. For still signals, this 

could represent the bits needed to represent the 
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entire signal, while for video, it may refer to the bits 

needed for one frame of video. 

1.4 Signal Encryption: 

The advent of advanced digital technologies has 

propelled multimedia data into large-capacity 

storage devices and high-speed networks. With the 

increasing prevalence of multimedia applications, 

the security of multimedia data has become a 

primary concern. Signal encryption algorithms play 

a pivotal role in protecting data during transmission, 

with applications ranging from internet 

communication and multimedia systems to medical 

imaging, telemedicine, and military communication. 

The challenge in signal encryption lies in the balance 

between achieving security and minimizing 

computational overhead and real-time 

communication delays. The direct application of 

encryption algorithms to signal data requires 

substantial computational power. However, the 

integration of a data compression algorithm that 

provides security offers a promising avenue. A 

successful combination of signal compression and 

encryption must meet criteria such as maintaining 

compression rates, reducing processing time 

compared to sequential compression and encryption, 

and providing demonstrable security. 

2. LITERATURE SURVEY 

Here's a comparative table summarizing the key 

information from the provided journal articles on 

various topics: 

Article Authors Research Focus Merits Demerits 

1. Phonocardiogram Signal 

Compression(Tang et al., 

2016) 

Tang H, 

Zhang J, Sun 

J, et al. 

Compression of 

PCG signals for 

heart monitoring 

using sound 

repetition and 

vector 

quantization. 

- Compression ratio 

ranges from 20 to 

149. <br> - 

Effective for 

normal PCG signals 

as well as those 

with murmurs. 

- Degree of 

distortion ~5%. 

<br> - Limited 

discussion on real-

world application. 

2. Image Hashing with 

Perceptual Robustness(Qin 

and Hu, 2016) 

Qin C, Chen 

X, Ye D, et al. 

Proposal of a 

perceptual image 

hashing scheme 

using block 

truncation coding 

for robustness. 

- Satisfactory 

performances in 

robustness, anti-

collision, and 

security. 

- Limited 

discussion on 

specific 

applications. <br> - 

Detailed 

performance 

metrics missing. 

3. Reversible Data Hiding 

in VQ Index Table(Qin et 

al., 2017) 

Qin C, Hu Y RDH for encoded 

VQ index table 

using Improved 

Searching Order 

Coding. 

- Embeds secret 

data into 78.396% 

to 78.377% of 

image blocks. <br> 

- Higher hiding 

capacity with lower 

bit rate. 

- Limited 

discussion on real-

world applicability. 

<br> - Specific 

scenarios for use 

not outlined. 

4. Efficient Image 

Compression(Zhou et al., 

2019) 

Zhou Q, Yao 

H, Cao F, et al. 

Two compression 

schemes using 

adaptive selection 

of VQ, SMVQ, 

and image 

inpainting. 

- Adaptive selection 

mechanism for 

efficient 

compression. <br> 

- Successful content 

recovery and visual 

quality 

demonstrated. 

- Lack of discussion 

on scalability. <br> 

- Limited 

comparison with 

other compression 

methods. 
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5. Fragile Image 

Watermarking 

Scheme(Qin et al., 2016) 

Qin C, Ji P, 

Wang J, et al. 

Self-embedding 

fragile 

watermarking 

scheme using VQ 

index sharing. 

- Successful content 

recovery for larger 

tampering rates. 

<br> - Better visual 

quality of recovered 

results. 

- Limited 

discussion on 

resistance to 

attacks. <br> - 

Detailed security 

analysis missing. 

6. ImageNet Large Scale 

Visual Recognition 

Challenge(Russakovsky et 

al., 2015) 

Russakovsky 

O, Deng J, Su 

H, et al. 

Benchmark 

dataset and 

advances in object 

recognition for 

ImageNet 

challenge. 

- Contribution to 

the field of large-

scale image 

classification and 

object detection. 

<br> - Comparison 

with human 

accuracy. 

- Lack of detailed 

technical 

methodology. <br> 

- Focused on a 

challenge rather 

than a specific 

technique. 

7. Task-Aware 

Quantization Network for 

JPEG Compression(Choi 

and Han, 2020) 

Choi J, Han B Learning a neural 

network for JPEG 

compression with 

task-specific 

quantization 

tables. 

- Predicts image-

specific optimized 

quantization tables. 

<br> - Evaluates 

multiple task-

specific losses. 

- Non-differentiable 

components in 

JPEG encoding 

pose challenges. 

<br> - Limited 

discussion on 

computational 

efficiency. 

8. DCT-Domain Deep 

Convolutional Neural 

Networks(Verma, Agarwal 

and Khanna, 2018) 

Verma V, 

Agarwal N, 

Khanna N 

Classification of 

images based on 

multiple JPEG 

compressions 

using DCT-

domain CNN. 

- Outperforms 

existing systems for 

multiple JPEG 

compression 

classification. <br> 

- Image content-

independent 

system. 

- Limited 

discussion on 

scalability. <br> - 

Optimization 

aspects could be 

more detailed. 

Table 1: Comparative analysis of literature 

3. PROBLEM DEFINITION 

3.1 Phonocardiogram Signal Compression: 

• Problem Definition: Long-term heart 

monitoring generates a substantial amount of 

Phonocardiogram (PCG) data. Compression is 

necessary for reducing storage space in 

recording systems and transmitting data to 

remote healthcare centers for telemedicine. The 

challenge lies in compressing PCG signals while 

considering the cyclical nature of heart sounds 

and murmurs, exploiting similarities in adjacent 

cycles to eliminate redundant information. 

3.2 Image Hashing with Perceptual Robustness: 
• Problem Definition: The need for a perceptual 

image hashing scheme that ensures robustness, 

anti-collision, and security. The challenge is to 

construct a reliable hashing scheme using block 

truncation coding (BTC) that can withstand 

various transformations while providing 

perceptual similarity between original and 

watermarked images. 

3.3 Reversible Data Hiding in VQ Index Table: 

• Problem Definition: Reversible data hiding 

(RDH) for compressed images is crucial for 

image editing pipelines. The problem involves 

proposing an RDH scheme for the encoded 

Vector Quantization (VQ) index table using 

Improved Searching Order Coding (ISOC). The 

goal is to embed secret data while achieving high 

hiding capacity with lower bit rate and extension 

degree of the index table. 
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3.4 Efficient Image Compression: 

• Problem Definition: Designing efficient 

compression schemes for digital images that 

incorporate adaptive selection mechanisms for 

vector quantization (VQ), side match vector 

quantization (SMVQ), and image inpainting. 

The challenge is to determine the optimal 

compression method for each image block based 

on its characteristics, balancing visual quality 

and compression efficiency. 

3.5 Fragile Image Watermarking Scheme: 

• Problem Definition: Developing a self-

embedding fragile watermarking scheme using 

Vector Quantization (VQ) index sharing. The 

problem involves ensuring successful content 

recovery for tampered images, with an emphasis 

on larger tampering rates. The challenge is to 

create a scheme that provides accurate tampering 

localization and superior visual quality in 

recovered results. 

3.6 ImageNet Large Scale Visual Recognition Challenge: 

• Problem Definition: Establishing a benchmark 

dataset and evaluating advances in object 

recognition for the ImageNet Large Scale Visual 

Recognition Challenge. The focus is on 

collecting large-scale ground truth annotation, 

analyzing breakthroughs in categorical object 

recognition, and comparing computer vision 

accuracy with human accuracy. 

3.7 Task-Aware Quantization Network for JPEG 

Compression: 

• Problem Definition: Learning a deep neural 

network for JPEG image compression that 

predicts image-specific optimized quantization 

tables. The challenge involves addressing non-

differentiable components in the JPEG encoder, 

such as run length encoding and Huffman 

coding, to enable the prediction of optimized 

quantization tables. 

3.8 DCT-Domain Deep Convolutional Neural Networks: 

• Problem Definition: Classifying images based 

on the number of JPEG compressions they have 

undergone using deep convolutional neural 

networks in the Discrete Cosine Transform 

(DCT) domain. The challenge is to design a 

system that captures essential characteristics of 

compression artifacts, making it content-

independent and capable of outperforming 

existing systems for multiple JPEG compression 

classification. 

These problem definitions provide a concise 

overview of the challenges addressed in each journal 

article. 

4. METHODOLOGY THAT CAN BE USED TO ADDRESS 

CHALLENGES 
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Figure 3: Proposed methodology  

The research methodology encompasses a 

systematic approach to conducting a study. In the 

planning phase, the researcher defines the research 

problem, conducts a thorough literature review, and 

formulates research questions or hypotheses. 

Developing a robust research design is crucial at this 

stage to guide subsequent steps. Moving to data 

collection, the researcher selects participants, 

determines suitable data collection methods, and 

gathers relevant data. Following data acquisition, the 

focus shifts to data analysis, involving the 

preparation of data for analysis, application of 

statistical methods, and interpretation of results. The 

final stage involves reporting, where the researcher 

writes the research paper, creates visualizations to 

enhance understanding, undergoes peer review, and 

finalizes the publication. This structured 

methodology ensures a comprehensive and rigorous 

research process, promoting the generation of 

valuable insights and contributing to the body of 

knowledge in a given field. The outlined Mermaid 

script visually captures these essential steps in a 

clear and organized manner. It is represented in 

figure 3. 

5. CONCLUSION 

In conclusion, a well-defined and systematic 

research methodology is the cornerstone of 

successful academic inquiry. By meticulously 

navigating through the planning, data collection, 

analysis, and reporting phases, researchers ensure 

the validity, reliability, and significance of their 

findings. The planning phase establishes a strong 

foundation by identifying a clear research problem, 

conducting a comprehensive literature review, and 

formulating precise research questions or 

hypotheses. Subsequent data collection procedures, 

including participant selection and method choices, 

contribute to the acquisition of relevant and reliable 

data. Rigorous data analysis, guided by statistical 

methods, ensures the extraction of meaningful 

insights from the collected information. Finally, the 

reporting phase involves skillful articulation of 

findings through research papers, visualizations, and 

a peer review process, ultimately leading to a refined 

and credible publication. 
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This structured approach not only enhances the 

quality of research outcomes but also contributes to 

the advancement of knowledge within a specific 

domain. Researchers adopting such methodologies 

empower themselves to address complex questions, 

foster innovation, and make meaningful 

contributions to their academic or professional 

communities. Overall, a robust research 

methodology is a vital compass that guides scholars 

on a journey of discovery, enabling the continuous 

evolution and enrichment of scholarly discourse. 
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